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Abstract. The digital age has profoundly reshaped societal interac-
tions, heavily influenced by algorithms and Artificial Intelligence (AI).
This evolution introduces new challenges in understanding and address-
ing discrimination, which now arises from both human biases and al-
gorithmic biases, that may cause discriminatory decisions, leading to a
form of algorithmic technocracy. AI systems ensure fairness when they
operate without discrimination. Legal frameworks must adapt to these
changes, integrating traditional principles with contemporary technolog-
ical realities. This paper explores the concept of fairness in AI systems,
highlighting the need for both regulatory and technical measures to en-
sure non-discriminatory practices and to evaluate the accountability for
discriminatory behaviors. We present and discuss most commonly used
standard mathematical measures for demonstrating fairness, and empha-
size the requirements a measure must meet to comply with regulatory
aspects of fairness. Our investigation highlights the importance of align-
ing legal and mathematical approaches to achieve fairness and account-
ability in AI. We advocate for ongoing assessment and adjustment to
maintain ethical standards.
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1 Introduction

Countries globally are undergoing a profound technological transformation known
as the digital age, where algorithms and Artificial Intelligence (AI) play a pivotal
role in shaping extensive relationships and interactions. This shift has introduced
new complexities, particularly in the understanding of discriminatory events.
Traditionally viewed as stemming from irrational human behaviour in daily and
professional activities, algorithmic decision-making increasingly influences dis-
crimination. Therefore, discrimination must be viewed through the lens of both
human and digital influences, creating a novel interplay between human and
algorithmic irrationality. Consequently, legal systems, traditionally grounded in
human rationality, must undergo significant changes to adapt to these evolving
social structures. Thus, as a social science, law is compelled to reassess its core
principles in response to the transformative impact of new technologies and the
dynamic nature of modern information [29]. Although not all instances of algo-
rithmic discrimination are considered illegal under non-discrimination law, they
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invariably involve ethical inequities. Consequently, the development of techni-
cal measures to identify and attribute responsibility for the perpetuation of
discriminatory practices remains a paramount objective within the domain of
eXplainable AI (XAI) [2]. Indeed, the recently adopted AI Act [17] requires fair-
ness of AI systems, meaning that these systems have to be non-discriminatory.
To achieve this, researchers and developers have recurred to established math-
ematical and theoretical measures to evaluate and demonstrate in courts the
compliance of Artificial Intelligence Systems (AIS) with the AI Act [34]. Design-
ing a fair algorithm involves two closely interconnected aspects: first, interpreting
and formalizing the requirement of being non-discriminatory within the specific
social context; and second, determining the appropriate measures to demon-
strate fairness in that context. We agree with Calvi et al. [7] that ensuring fair
algorithms requires controllers to regularly assess whether the algorithms are
functioning as intended and to adjust them to mitigate biases that may emerge
over time.

Moreover, it is crucial to understand the social values and perceptions to-
gether with the democratic principles linked to the current mathematical for-
malization of fairness [23]. For example, consider a facial recognition system im-
plemented in public transport to ensure safety. If the system is designed without
adequately considering demographic diversity, particularly for ethnic minorities,
it may cause travel delays for these groups and foster a sense of exclusion and
discrimination. This scenario might be more pronounced in Italy, where there are
stronger privacy protections and a stricter anti-discrimination framework, than
in Japan, where the effects and perceptions could differ. A facial recognition
system trained predominantly on Japanese faces might achieve high accuracy
rates for the majority of users and may not be seen as discriminatory under
Japanese laws or societal norms. Additionally, there is greater cultural accep-
tance of surveillance in Japan for security and public order purposes with respect
to Italy.

This paper provides a first step towards the definition of a framework for AI
professionals, aiming to bridge the gap between legal requirements and interpre-
tations and scientific assessment methodologies or tools. Specifically, it starts to
trace the journey from the legal analysis of the concept of fairness from a Euro-
pean perspective to the examination of mathematical measures for assessing this
concept. This offers to technical experts a suitable legal approach to understand
and evaluate the effectiveness of the most commonly used measures within their
context of use. This is needed because, while the concept of fairness is already
qualitatively defined [25,33,40], it remains challenging to apply it quantitatively
when addressing emerging social needs in the AI field [22]. The purpose of this
work is to facilitate a dialogue between scientific and legal experts in order to
establishes the legal boundaries within which computer scientists can navigate
in the design and implementation of fair AIS. This holistic approach is funda-
mental for professionals in the field to develop algorithms that comply with legal
standards, thus ensuring that AI systems are both fair and socially responsible.
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Outline of the paper: In the second section of the paper, we will analyze the
European approach to anti-discrimination legislation, considering the main pil-
lars established by the principal European sources in the matter, including the
GDPR and the recent AI Act. Subsequently, in the third section, we will de-
scribe some different formalizations of fairness, and propose an analysis of the
main mathematical measures used to identify unfair states produced by AI sys-
tems and their legal interpretation. Finally, we will conclude by discussing future
challenges in the attribution of accountability. We will explore the ongoing is-
sues in defining and applying the principle of fairness in AI systems, and consider
potential solutions and directions for future research.

2 Fairness of AIS in the European Union

The segregation caused by certain algorithms used in AIS is under the scrutiny
of scientific, legal, and ethical spheres. The investigation focuses on identify-
ing moments of algorithmic failure, the individuals affected by such failures,
the resulting social impact, and the entity responsible of the failure [36]. AI
technologies already in the market are displaying both intentional and uninten-
tional biases [20]. For instance, an intentional bias can be seen in recruitment
algorithms configured to prefer male candidates over female ones for technical
positions [24]. On the other hand, unintentional bias is evident in facial recog-
nition systems that perform poorly in identifying individuals with darker skin
tones due to imbalanced training datasets. Efforts are directed towards assessing
the impartiality, or conversely, the predisposition to bias in algorithmic models
and strategies to mitigate such bias when it occurs.

Formally defining what fairness is and what constitutes discrimination is a
hard task, as witnessed by the numerous legislative interventions of the European
Union (EU) in the recent years. The EU upholds the principle that all individuals
are equal before the law and prohibits discrimination on various grounds consid-
ering protected characteristics such as gender, race, religion, and disability (as
stated by Article 21 of the EU Charter of Fundamental Rights of the European
Union (CFREU) [38]). In 2019, this led to the issuance of the Ethics Guidelines
for Trustworthy AI, where fairness is identified as one of the requirements that
an AIS should meet to be considered trustworthy [3]. Moreover, Article 14 of
the European Convention on Human Rights (ECHR) provides a constitutional
framework for member states to establish laws to combat discrimination. These
laws should protect categories such as sex, race, color, language, religion, polit-
ical or other opinions, nationality or social origin, association with a national
minority, property, birth, or other status [14].

In the EU, fairness typically pertains to non-discrimination, which can be
categorized as direct, indirect, and intersectional.

Direct discrimination happens when someone is treated less favorably than
another person in a similar situation solely because of their membership in a
protected group. The discriminatory action must be directly influenced by the
protected characteristic or explicitly taken into account by the decision-maker,
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with a specific emphasis on the individual affected. Let’s consider a facial recog-
nition system used in airport security checks and assume that it shows signifi-
cantly lower accuracy in recognizing faces of African descent compared to those
of European descent. If this system leads to more frequent stops and additional
checks for individuals of African descent, it constitutes a clear example of direct
discrimination based on ethnic origin.

In contrast, indirect discrimination arises when a policy, criterion, or prac-
tice that appears neutral disproportionately disadvantages individuals from a
protected group compared to others. For example, consider a company imple-
menting a facial recognition authentication system for access to its buildings.
If this system is predominantly trained on male and Caucasian faces, it may
result in higher error rates for women and individuals of non-Caucasian origin.
Consequently, members of these groups may be required to undergo alternative
authentication procedures more frequently, despite the ostensibly neutral nature
of the policy. Such discrimination is unlawful unless the policy, criterion, or prac-
tice can be objectively justified by a legitimate aim, and the methods used to
achieve that aim are both appropriate and necessary.

On the other hand, intersectional discrimination occurs when discrimination
involves an individual belonging to multiple protected groups, each of which
faces prevalent discrimination [42]. Consider for example a surveillance system
with facial recognition in banks that is less accurate in recognising women of
Asian origin than Caucasian men or Caucasian women. This leads to a higher
number of false positives for Asian women, who are stopped and questioned
more frequently. This represents a case of intersectional discrimination, where
the interaction between gender and ethnicity creates a specific disadvantage.

Fairness and GDPR: For EU data protection law [16], fairness is a core princi-
ple of personal data processing (Art.5(1)(a) GDPR) informing the relationship
between data controllers, determining the purposes and means of the processing
of personal data, and data subjects, namely the owners of the processed data.

Specifically the GDPR states that the data controller must "implement suit-
able measures to safeguard the data subject’s rights and freedoms and legitimate
interests" when automated decision-making is based on explicit consent or is
necessary for the conclusion or performance of a contract. Consequently, it has
been convincingly argued that bias minimization strategies must be part of these
safeguards. Thus, the absence of strategies for detecting and minimizing bias in
this context should be considered a violation of the GDPR (Article 22(3)).

In recent years, the fairness requirements established by the GDPR have en-
hanced social awareness and perception of the importance of non-discriminatory
behaviors [20].

Simultaneously, the GDPR restricts the use of AIS. Specifically, while the
GDPR governs the processing of personal data through automated methods,
Article 22, explicitly forbids fully autonomous AIS from processing personal
data in a way that results in legal consequences for individuals. Consequently,
the GDPR mandates that AIS must operate under some form of significant
human oversight. Nonetheless, there is a concern that the intricate nature of AI
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systems could be exploited as a pretext to circumvent rigorous evaluations of AI
system outputs for GDPR compliance, where outcomes are superficially endorsed
by humans to create the appearance of human oversight and risk assessment.

Moreover, concerning AI discrimination, the GDPR prohibits the process-
ing of special categories of personal data solely by automated means, offering
tangible protection against AI discrimination. However, these special categories,
as outlined in Article 9 of the GDPR, regrettably do not encompass attributes
such as color, language, membership of a national minority, property, and birth,
which are referenced in [38]. This exclusion highlights a potential loophole in
preventing discriminatory outcomes through personal data processing, whether
by AI systems or traditional methods [15].

Fairness and AI Act: The aim of the Regulation by the European Parliament
and Council establishing harmonized rules on Artificial Intelligence (referred to
as the AI Act) is to enhance the efficiency of the internal market. It aims to
achieve this by establishing a consistent legal framework for the development,
introduction to the market, deployment, and use of AI systems within the EU.
This is aligned with EU values to encourage the adoption of human-centric and
reliable AIS, ensuring high levels of health, safety, and fundamental rights pro-
tection. Additionally, the AI-Act seeks to mitigate the potential adverse impacts
of AIS in the EU while fostering innovation [17]. To this end the AI-Act defines
a classification of trustworthy AIS using a risk-based approach [2], particularly
concerning biometric identification and categorization of individuals. Specifically
the Recital 94 states that: "Any processing of biometric data involved in the use
of AI systems for biometric identification for the purpose of law enforcement
needs to comply with Article 10 of Directive (EU) 2016/680, that allows such
processing only where strictly necessary, subject to appropriate safeguards for
the rights and freedoms of the data subject, and where authorised by Union or
Member State law. Such use, when authorised, also needs to respect the princi-
ples laid down in Article 4 (1) of Directive (EU) 2016/680 including lawfulness,
fairness and transparency, purpose limitation, accuracy and storage limitation".

However, the AI-Act largely fails to address the identification of root causes
and the proposal of solutions to mitigate potential discriminatory impacts caused
by AIS. It primarily emphasizes biases in the data sets while neglecting other
types of causes, such as those arising from algorithm selection, optimization, or
evaluation of mathematical measures. Specifically, biases can be inherent in the
data sets used for training, validation, and testing the AI systems and they are
often a reflection of historical data patterns or can be introduced during the
implementation of AI systems in real-world settings.

The principle of fairness, although not specifically defined in the AI Act, is
always accompanied by the requirement of an assessment to counteract discrimi-
natory states that may be produced by the AIS. Based on our analysis, this prin-
ciple should be grounded in a "Right to Know All Implications", which includes
understanding all potential fairness violations that may occur when operating
the system. This approach allows us to move from the well-studied principle of
technical transparency [18], used to assign the risk classification to the AIS, to
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what we call implication-transparency, which encompasses the numerous facets
of fairness violation and accountability, and technical transparency.

What has been discussed so far pertains to a qualitative definition of fairness.
To concretely identify fairness violations or assess accountability, it is necessary
to use mathematical measures in addition to legal categorization. Subsequently,
it is essential to return to the legal sphere to interpret the results, as the con-
cept of fairness, from an ethical and legal standpoint, is not fully measurable
mathematically but also depends on various human circumstances.

3 Assessing Fairness in AIS

3.1 Formalizing Fairness

In order to establish if an AIS satisfies the fairness requirements it is necessary
to provide a more formal definition of fairness together with systematic method-
ologies for proving it. This has led to different formalizations of the notion of
fairness:

– Group Fairness ensures that individuals in protected groups receive, on av-
erage, the same treatment or outcomes as the overall population [28].

– Individual Fairness focuses on guaranteeing that any two individuals who
are similar except for protected attributes receive equal or similar treatment
or outcomes [19].

– Causality-Based Fairness requires that protected attributes, such as gender
or race, have no causal effect on outcomes [31].

While it would be ideal to satisfy multiple fairness criteria to achieve com-
prehensive fairness, this may not be possible due to inherent incompatibilities
between the different fairness definitions [4]. Thus, in general, researchers choose
the formalization of fairness that better fits the phenomena under analysis, the
social context and the legal barrier requirements. Selecting the most appropri-
ate fairness formalization for the context under analysis is a delicate and crucial
aspect when assessing the fairness of AIS, that requires both technical and legal
expertise. Group Fairness is one of the most common formalizations used in as-
sessing fairness of AIS, as for example in [21]. For this reason, in this work, we
focus particularly on Group Fairness, emphasizing how to ensure that AIS treat
different demographic groups equitably.

Once we have identified the formal definition of fairness that best fits the
context under analysis, it is crucial to identify a suitable measure for proving
it. Specifically, it is crucial to understand what needs to be considered in the
implementation of a mathematical measure to ensure that the result is functional
for assessing the discriminatory state in a given context.

3.2 Fairness Measures

In the following paragraphs, we describe the most commonly used mathematical
measures for Group Fairness (such as Equalized Odds, Statistical Parity and
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Equal Opportunity), and apply them to the same hypothetical example so to
highlight their different implications from a legal point of view. As the use of
AI profiling and automated decision-making spreads in the public and private
sectors, algorithmic groups are poised to face increasing inequality [41]. This
growing concern underscores the importance of robust fairness measures and
legal frameworks, which will be further discussed in the following sections of the
paper.

Equalizes Odds An example of a discriminatory event in the AI Computer Vi-
sion sector could be facial recognition operating with gender and racial bias [9].
In [35] are argued related differents scenarios, such as the significantly poorer
performance of commercial facial analysis algorithms, particularly for tasks like
gender or smile detection, on images of dark-skinned women is highlighted. These
images represent only 7.4% and 4.4% of the widely used benchmark datasets Adi-
ence and IJB-A, respectively. As a result, the benchmarking processes on these
datasets did not detect or penalize the algorithms’ underperformance on this
segment of the population [5]. Moreover, in [32] the authors demonstrate that
standard PCA can amplify the reconstruction error in one group compared to
another one of the same size, as there is no fair method for generating represen-
tations with comparable richness across different populations. This makes the
dependency on sensitive or protected attributes indistinguishable or hidden [26].

Specifically, this type of discrimination can arise when facial recognition al-
gorithms are trained on unrepresentative datasets [6, 12], primarily containing
images of people belonging to a particular ethnic or gender group. As a result,
the algorithm may have significantly lower accuracy in recognizing people from
other groups. In this context, an appropriate mathematical measure for evaluat-
ing and addressing the problem of discrimination is Equalized Odds. This mea-
sure focuses on equality of opportunity and aims to ensure that the model has
comparable performance across different demographic groups. Equalized Odds
requires that the probability of obtaining a true positive (True Positive Rate)
and a false positive (False Positive Rate) be the same for each protected group.
In other words, for any demographic subgroup (e.g., ethnic or gender groups),
the algorithm should have similar rates of correct detection and errors [10]. For-
mally, the Equalised Odds can be defined as follows:

P (Ŷ = 1 | Y = 1, A = a) = P (Ŷ = 1 | Y = 1, A = b) (1)

P (Ŷ = 1 | Y = 0, A = a) = P (Ŷ = 1 | Y = 0, A = b) (2)

Where P (M |N) denotes, as usual, the conditional probability that the event
M will occur given the knowledge that an event N has already occurred and:

– Ŷ is the prediction of the model;
– Y is the ground truth;
– A is the protected attribute (e.g. race or gender);
– a and b are different values of the protected attribute.
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Table 1: Hypothetical results of facial recognition system

White Man Black Women
True positive (TP) 950 800
False positive (FP) 50 200
True Negative (TN) 700 600
False Negative (FN) 300 400

Thus, Equalized Odds is satisfied when the conditional probability of the pre-
diction does not depend from the values assumed by the protected attributes.

Let us consider an AIS that identifies people belonging to two groups: one
group is given by white men (Group A) and the second group is made by black
women (Group B) representing the possible values of the protected attribute. Let
us consider the hypothetical results of the facial recognition system as reported
in Table 1.

To calculate the Equalised Odds, we have to compare the True Positive Rate
(TPR) and the False Positive Rate (FPR) of the two groups, where:

TPR =
TP

TP + FN
FPR =

FP

FP + TN
(3)

In the considered example we have that the TPR for Group A is 0.76, while
for Group B it is 0.67, and the FPR for Group A is 0.07, while for Group B it is
0.25. This shows a significant disparity between the two groups, indicating that
the system is less accurate in correctly recognising black women than white men.
Hence, according to Equalized Odds, the considered AIS is not fair. In order to
achieve fairness with respect to Equalised Odds, we should make changes to the
system so that the TPR and FPR for both groups are more similar.

Demographic Parity In addition to Equalized Odds, we consider the Demo-
graphic Parity measure, also known as Statistical Parity to illustrate how dif-
ferent fairness measures can provide varying insights depending on the context.
Demographic Parity focuses on the equality of positive outcome probabilities
across protected groups, regardless of the ground truth, highlighting potential
systematic disparities that might not be captured by Equalized Odds. This com-
parison underscores the importance of selecting the appropriate fairness measure
based on the specific requirements of the application.
Demographic Parity requires that the probability of a positive outcome is the
same for all protected groups, regardless of the ground truth. The formal defi-
nition of Demographic Parity can be expressed as follows:

P (Ŷ = 1 | A = a) = P (Ŷ = 1 | A = b) (4)

where:



Fairness of AI Systems in the Legal Context 9

– Ŷ is the prediction of the model;
– A is the protected attribute (e.g., race or gender);
– a and b are different values of the protected attribute.

Let us consider the AIS defined above that identifies people being either white
men (Group A) or black women (Group B), whose hypothetical classification
results are reported in Table 1.

We consider the probability of a positive outcome for both groups to calculate
the Demographic Parity. In the following we use the subscript A to identify the
group to which we are referring, so for example TPA refers to the true positives
of group A.

Calculations for Group A:

P (Ŷ = 1 | A = A) =
TPA + FPA

TPA + FPA + TNA + FNA
= 0.5 (5)

Calculations for Group B:

P (Ŷ = 1 | A = B) =
TPB + FPB

TPB + FPB + TNB + FNB
= 0.5 (6)

In this example, Demographic Parity is satisfied because the probability of
obtaining a positive outcome is the same for both groups (0.50). This means
that, according to the Demographic Parity measure, the considered AIS is fair.

Equal Opportunity Ensuring Equal Opportunity in Computer Vision systems
is crucial to avoid discrimination and ensure that all people, regardless of their
demographic group, have the same opportunity to be correctly recognised when
authorised. Specifically, Equal Opportunity requires the true positive rate (TPR)
to be the same for all demographic groups, such as white men (Group A) and
black women (Group B), as assumed in the two previous examples. Assuming
the same values as indicated in Table 1, the TPR for Group A is 0.76 and the
TPR for Group B is 0.67.

As highlighted for Equalized Odds, the comparison of the TPR values reveals
a significant disparity between the two groups. The TPR for Group A is higher
compared to the TPR for Group B. This indicates that the system is more
accurate in correctly identifying positive cases for white men than for black
women. Thus, according to the Equal Opportunity measure, the AIS is not fair.

3.3 Legal Criteria for Choosing Fairness Measures

Demographic Parity may be more appropriate in contexts where ensuring equal
opportunities for positive outcomes is critical, while Equalized Odds is more suit-
able for ensuring fairness in both positive and negative outcomes by considering
the ground truth. However, in situations where Equal Opportunity for qualified
individuals is the primary concern, the Equal Opportunity measure becomes
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crucial. This measure focuses on ensuring that all groups have the same chance
of receiving a positive outcome when they are qualified for it.

For example, in certain scenarios (like our example reported above), the crite-
rion of fairness according to Equalized Odds may not be met, while Demographic
Parity might be satisfied. This indicates a potential issue because Equalized Odds
ensures that both the TPR and the FPR are equal across groups. If Equalized
Odds is not met, it suggests that the system may have different accuracy and
error rates for different groups, leading to unfair treatment.

The system might satisfy Demographic Parity but still be unfair in terms
of opportunities. Demographic Parity measures the equality of outcomes, while
Equalized Odds measures the equality of opportunity. Satisfying only Demo-
graphic Parity does not guarantee that opportunities are distributed equally
among groups, thus fully guaranteeing the criterion of Group Fairness on the
basis of the prerequisites laid down by law as well. There might be an equal dis-
tribution of overall results, but a significant disparity in precision and error rates
between different groups. Statistical parity does not respect Group Fairness if
the groups have significantly different error rates (TPR and FPR). This means
that even if the overall rates of positive outcomes are equal, the experiences and
opportunities of the groups can vary significantly, leading to discrimination not
detected by Statistical Parity alone. To ensure Group Fairness, it is essential to
consider measures like Equalized Odds, which evaluate the equity in error rates
across groups.

Considering the context of use, such as in Computer Vision, and the elements
of social justice inherent in the protection of individuals who may be discrimi-
nated against based on the analysis of their biometric data by automated sys-
tems, it becomes evident that the Equalized Odds measure is appropriate. This
measure helps highlight violations and supports the assessment activity concern-
ing the European legislation being analyzed, ensuring both detection accuracy
and fairness in errors.

Thus, the choice of the appropriate measures for fairness should consider the
following aspects:

– the social context related to the type of discrimination perpetrated by the
acting subject (AIS);

– the criterion of fairness considered;
– the type of outcomes produced (positive or negative), whether or not con-

nected to the ground truth.

4 Fair Perspectives of Artificial Decision-Making Systems

4.1 Accountability

The development of AI poses a significant challenge to existing liability frame-
works. The legislation generally ensures that a person who suffers harm or dam-
age has the right to seek compensation from the party deemed accountable and to
receive compensation from that party. On the other hand, it provides economic
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incentives for individuals to avoid causing harm or damage in the first place.
In this context, the level of diligence expected from an AI specialist should
be proportionate to i) the nature of the AI system, ii) the legally protected
right potentially affected, iii) the potential harm or damage that the AI system
could cause, and iv) the likelihood of such harm [27]. To meet this regulatory
requirement which has been explained, it is essential to establish a close con-
nection between the concept of accountability and that of fairness [1], and more
specifically on the implication-transparency. This need also arises to address the
demands of the AI Act [39], which operates across fundamental rights and indi-
vidual freedoms, proposing a human-centered and reliable approach. Thus, the
principle of algorithmic non-discrimination must be anchored in comprehensive
oversight, including both human control and human-machine collaboration [37].

This can only be achieved through the development of an up-to-date legal
model that integrates a clear and current framework on how specific biases are
introduced and propagated in the numerical implementation of the algorithm
itself, which does not currently exist. The legal ecosystem lacks a clear framework
for attributing accountability when unjustified harm is inflicted upon a passive
subject and a structural model approach to identify discriminatory causes and
the corresponding range of explanations. This is increasingly important as AIS
are recognized as gradually intelligent entities, effectively acting subjects.

4.2 AI Open Challenges

Current scientific contributions propose classifications of the concept of fairness
through a limited legal-informatics perspective [13], focusing the greatest effort
on implementing mathematical measures without fully understanding the legal
explanation of the results. The concept of explanation, which is the result of com-
bining legal techniques and mathematical measures, should play an important
role in the AI & Law community, being related to the general quest for justifica-
tion and transparency of legal decision-making. Within an argumentation-based
approach, the justification of a legal assumption may be viewed as an argument
structure aimed to show that the decision is right or correct, according to a
convincing reconstruction of practical facts and norms [30].

As illustrated by examples from the field of Computer Vision, integrating
legal and technical frameworks has become essential for identifying significant
disparities and ensuring that professionals in the sector comply with the legal and
ethical guidelines imposed by the ecosystem. Furthermore, beyond the metrics
employed in this study, there are numerous others worth exploring to establish
guidelines grounded in legal awareness [9]. This approach would facilitate rea-
soning that identifies the most appropriate metrics based on the relevant legal
criteria.

This approach would address the supreme need identified by the embryonic
European framework on civil liability (Liability Rules for Artificial Intelligence),
which expressly states: "considering that certain AI systems present significant
legal challenges to the current liability framework and could lead to situations
where their opacity may make it extremely burdensome or even impossible to
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identify who had control over the risk associated with the AI system or which
code, input, or data ultimately caused the harmful activity; this factor could
make it more difficult to establish the link between the harm or damage and
the behavior that caused it, resulting in victims potentially not receiving ade-
quate compensation" [8]. Therefore, the greatest ongoing challenge is to create
a taxonomy of the different fairness measures used to assess the main notions
of fairness (Group Fairness, Individual Fairness, and Causality-Based Fairness)
and to identify, for each of these, the most appropriate mathematical measure to
meet the legal constraints in a given context of use. This is essential for assigning
responsibility for the potential failure of the AIS system and the realization of
discriminatory outcomes.

5 Final Discussion

We have begun analyzing the different formalizations of fairness and the most
commonly used measures to demonstrate it. However, as highlighted above, fur-
ther work is needed to extend the analysis of these measures and notions of fair-
ness. The interpretation of fairness remains ambiguous, with each party—whether
accusing or defending—interpreting it according to their perspective. For in-
stance, in the cases of Amazon and COMPAS [43, 44], this lack of a unified
understanding of fairness has led to considerable controversy. In the second sce-
nario, the probability of a defendant reoffending is estimated, which can assist
judges or parole officers in making decisions regarding pre-trial release. Models
of this type often rely on proxy variables like "arrest" to represent "crime" or to
capture an underlying concept of "riskiness." Due to the increased level of polic-
ing in minority communities, these proxies are often misrepresented, leading to
a different relationship between "crime" and "arrest" for individuals from these
communities. Other variables used in COMPAS, such as "rearrest" as a proxy for
"recidivism" [11], also suffer from similar inaccuracies. Consequently, the model
produced a significantly higher rate of false positives for Black defendants com-
pared to White defendants, meaning it was more prone to incorrectly assessing
Black defendants as high-risk for reoffending when they were not. Therefore,
establishing criteria to decide on the formalization of fairness and the measures
based on context would help eliminate the ambiguity in individual interpreta-
tions. This is a challenging problem, as it involves considering a multitude of
factors, including legal, cultural, social, political, and algorithmic aspects. We
believe that the only way to effectively address and resolve the legal issues asso-
ciated with the increasing use of AI systems in any aspect of society is through
a dialogue between AI experts and legal professionals a dialogue that forms the
foundation of the present work.
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